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Ziel der Parameterschatzung: Auf der Basis einer einfachen Zufallsstichprobe eine
Aussage daruber treffen, welchen konkreten Wert ein Parameter hat.

Man unterscheidet in der Parameterschatzung zwischen

* Punktschatzung und
* Intervallschatzung

Punktschatzung:

« Ergebnis einer Punktschatzung ist eine konkrete Zahl.
« Beispiel: Wir gehen auf Basis unserer Stichprobe davon aus, dass der Parameter
gleich 0.45 ist.

Intervallschatzung

« Ergebnis einer Intervallschatzung ist ein Intervall von Zahlen.
» Beispiel: Wir gehen auf Basis unserer Stichprobe davon aus, dass der Parameter u
im Bereich zwischen 101 und 108 liegt.
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Das Resultat einer Punktschatzung — der Schatzwert fur den unbekannten Parameter -
ist ein konkreter Wert.

Dieser Schatzwert wird eigentlich nie dem wahren Parameterwert entsprechen.

Wenn wir einfach nur den Schatzwert betrachten, wissen wir nicht, wie genau diese
Schatzung ist und wie sehr wir ihr vertrauen sollten.

von n = 10 oder n = 10000 Personen zugrunde liegt.

Parameterschatzung bertcksichtigen.

Beispielsweise lasst sich am Schatzwert alleine nicht ablesen, ob ihm eine Stichprobe

Wir bendtigen also zusatzliche Methoden, die die Genauigkeit bzw. Ungenauigkeit der
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« Als MalR fiir die Prazision einer Schatzfunktion 8 hatten wir den Standardfehler
kennengelernt:

SE(8) =SD(0)

« Daher erste Idee: Einfach neben dem Schatzwert 0., zuséatzlich den Standardfehler
SE(0) der Schéatzfunktion angeben:

« Hoher Standardfehler: Geringe Genauigkeit.
» Niedriger Standardfehler: Hohe Genauigkeit.

« Bemerkung: Falls wir eine effiziente Schatzfunktion verwenden, wissen wir zwar, dass
diese Schatzfunktion unter allen erwartungstreuen Schatzfunktionen - also relativ
gesehen - den geringsten Standardfehler aufweist. Dies bedeutet jedoch noch nicht,
dass der Standardfehler einer effizienten Schatzfunktion auch absolut gesehen niedrig
ist. Die absolute Hohe des Standardfehlers hangt namlich unter anderem auch von der
Stichprobengrol3e n ab (siehe auch nachste Folie).
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* Problem: Der Standardfehler hangt in den meisten Fallen von dem unbekannten

Parameter selbst oder einem anderen unbekannten Parameter ab:

« Standardfehler der Schatzfunktion X fur r :

(1l —m)
n

SE(X) =

« Standardfehler der Schatzfunktion X fir u:
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« Das heif3t: Wir kdbnnen den Standardfehler in den meisten Fallen gar nicht berechnen.

« Mogliche Losung: Angabe eines Schatzwerts fur den Standardfehler:

 Also z.B.

statt

\/ﬁWert(l - 7/-Z-Wert)

n

(1l —m)
n

Allerdings hatten wir das Problem dadurch nur verschoben, da naturlich auch die

Schatzung des Standardfehlers nur eine Punktschatzung ist und wir nicht wissen, wie

genau diese ist.

Daruber hinaus ist die Interpretation des Standardfehlers nicht sehr intuitiv!
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Weitere Maoglichkeit: Ausdriucken der Genauigkeit der Schatzung durch die Angabe

eines Intervalls, das die auf der Basis der Stichprobe plausiblen Werte fur den
Parameter enthalt.

Deshalb: Intervallschatzung

Im Folgenden sei wieder 6 ein beliebiger Parameter.
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 Zunachst; Was ist ein Intervall?

« Ein Intervall wird durch eine Untergrenze u und eine Obergrenze o festgelegt.

* Notation: [u, 0]

« Es enthalt alle reellen Zahlen, die grol3er oder gleich u sind und kleiner oder gleich

0.
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Wir wollen nun auf Basis der Realisationen x4, x,, ..., x,, aus unserer einfachen

Zufallsstichprobe ein Intervall 1(x,, x,, ..., x,;) = [u, 0] bestimmen, dass die auf der
Basis der Stichprobe plausiblen Werte fur den Parameter 6 enthalt.

Die Lange dieses Intervalls sollte hierbei die Genauigkeit unserer Schatzung
widerspiegeln:

» Kleines Intervall — wenige Werte sind plausibel — hohe Genauigkeit

« Grol3es Intervall — viele Werte sind plausibel - geringe Genauigkeit
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Da wir die Information aus unserer Stichprobe nutzen wollen, sollten die Untergrenze u
und die Obergrenze o von den Realisationen x4, x,, ..., x,, abhangen.

- Naive Idee: Wir verwenden einfach einen geeigneten Schatzwert 8y, fiir 8 und ziehen
irgendeine reelle Zahl ¢ von diesem ab, um die Untergrenze unseres Intervalls zu
erhalten, und addieren dieselbe Zahl ¢, um die Obergrenze zu erhalten:

U = Oyert — €
0O — éWQT't_I_C
I(xq, X25 ooy xp) = [u,0] = [§Wert - C1§Wert + C]

« Beispiel: Als Schatzwert fur u hat sich fiy ., = 110 ergeben. Wir wahlen ¢ = 10 und
erhalten:

I1(xy, Xg, ..., xp) = [110 — 10,110 + 10] = [100,120]

 Wie kommen wir auf ¢ = 10? Warum nicht ¢ = 11? Wie konnen wir beurteilen, ob sich
dieses Intervall zur Schatzung von u eignet?
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Wunschenswert ware, dass das von uns berechnete Intervall 1(x,, x,, ..., x;,;) den
wahren Parameterwert 6 enthalt, d.h. wir hatten gerne, dass 6 € [u,o] bzw. u <0 <o

gilt.
Wie konnen wir feststellen, ob dies der Fall ist?

Antwort: Fur eine einzelne Stichprobe konnen wir dies leider nicht.

Um zu bestimmen, ob ein einzelnes Intervall den wahren Parameterwert uberdeckt,
mussten wir ja den wahren Parameterwert schon kennen.

Aber: Da die Ziehung der einfachen Zufallsstichprobe ein Zufallsexperiment ist, konnen
wir uns anschauen, wie sich die Intervalle verhalten wurden, falls wir wiederholt eine
solche einfache Zufallsstichprobe ziehen und die Intervalle berechnen wurden.

Wir konnen auf diese Art und Weise herausfinden, wie oft unsere Intervalle ,im
Durchschnitt den wahren Parameterwert enthalten.
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Jedes Mal, wenn wir eine einfache Zufallsstichprobe der Grof3e n aus der Population
ziehen wurden, wurden andere Personen in unsere Stichprobe gelangen.

Daher ergaben sich auch jedes Mal andere Realisationen x4, x,, ..., x,, der
Zufallsvariablen X;, X5, ..., X, .

Da wir die Intervalle aus den Realisationen x4, x,, ..., x,, berechnen, erhielten wir auch
jedes Mal andere Intervalle.

Die Intervalle unterliegen also Zufallsschwankungen.

Diese Zufalligkeit der Intervalle kobnnen wir wieder mithilfe der
Wahrscheinlichkeitstheorie beschreiben.

Hieraus werden sich dann Gutekriterien fur die Intervallschatzung ergeben.
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Das Ziehen einer einfachen Zufallsstichprobe ist ein Zufallsexperiment.
Das Ergebnis dieses Zufallsexperiments ist eine Stichprobe von n Personen.

Ein konkretes Intervall besteht aus einer konkreten Untergrenze u und einer konkreten
Obergrenze o und kann fur jede Stichprobe aus den Realisationen x4, x,, ..., x,, der iid
Zufallsvariablen X;, X, ..., X,, berechnet werden.

Wir kdnnen also zwei Zufallsvariablen U und O definieren, die jedem moglichen
Ergebnis des Zufallsexperiments — also jeder moglichen Stichprobe — jeweils die aus ihr
berechnete Untergrenze u und Obergrenze o des Intervalls zuordnen.

Hierdurch erhalten wir ein zufalliges Intervall I(X4, X5, ..., X,,) = |U, 0], dessen
Grenzen die Zufallsvariablen U und O sind.

In der Stichprobe berechnen wir ein konkretes Intervall I(x4, x5, ..., x,,) = [u, 0],
dessen Grenzen die Realisationen u und o der Zufallsvariablen U und O sind.

Die Unterscheidung zwischen zufalligem und konkretem Intervall ist analog zur
Unterscheidung zwischen Schatzfunktion und Schatzwert in der Punktschatzung.
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Im Rahmen der Punktschatzung

« betrachten wir die Zufallsvariable 8, deren Realisation der Schatzwert 8., ist.
Diese Zufallsvariable ist unsere Schatzfunktion.

« formulieren wir mithilfe der Eigenschaften der Schatzfunktion (Erwartungswert,
Varianz und Standardabweichung/-fehler) Gutekriterien, um beurteilen zu kdonnen,
ob eine bestimmte Schatzfunktion geeignet ist.

« waurde bei (gedanklich!) wiederholter Ziehung der einfachen Zufallsstichprobe jedes
Mal ein anderer Schatzwert 8y, resultieren.

» berechnen wir auf Basis der Realisationen x;, x,, ..., x,, in unserer Stichprobe
einen Schatzwert 8y, fir den Parameter 6.
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Im Rahmen der Intervallschatzung
* Dbetrachten wir die Zufallsvariablen U und O, deren Realisationen u und o sind.

» formulieren wir mithilfe der Eigenschaften der Zufallsvariablen U und O
Gutekriterien, um beurteilen zu kdnnen, ob ein bestimmtes Intervall geeignet ist.

« waurde bei (gedanklich!) wiederholter Ziehung der einfachen Zufallsstichprobe jedes
Mal eine andere Untergrenze u und eine andere Obergrenze o und daher ein
anderes Intervall [u, o] resultieren.

» berechnen wir auf Basis der Realisationen x4, x5, ..., x,, in unserer Stichprobe eine
Untergrenze u und eine Obergrenze o eines Intervalls [u, o].
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Bislang:

* Motivation und Grundlagen der Intervallschatzung

Jetzt:

+ Konfidenzintervalle und Gutekriterien
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Konfidenzintervalle

#18
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« Hohes Konfidenzniveau

* Minimale erwartete Lange
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Gegeben sei eine einfache Zufallsstichprobe und Zufallsvariablen X3, ..., X,, , deren
Wahrscheinlichkeitsverteilung von einem unbekannten Parameter 6 abhangt.

Sei zudem « eine reelle Zahl zwischen 0 und 1.

Man bezeichnet das zufallige Intervall I1(X4, ..., X,,) = [U, 0] als Konfidenzintervall
(kurz: KI) fur 6 zum Konfidenzniveau 1 — « , falls

P(O€I(Xy, .., X)) =PU<H<0)=1-a

In Worten: Die Wahrscheinlichkeit, dass das zufallige Intervall 1(X4, ..., X;,) mit seinen
zufalligen Grenzen U und O den wahren Wert des Parameters 8 enthalt, ist gleich 1 — «.

Die Realisation I(x;, ..., x,,) = [u, o] eines Konfidenzintervalls 1(X;, ..., X;,) = [U, 0] ist ein
konkretes Konfidenzintervall.
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Was bedeutet die Eigenschaft P(U < 6 < 0) = 1 — a eines Konfidenzintervalls?

Wir erinnern uns an die frequentistische Interpretation der Wahrscheinlichkeit:
Die Wahrscheinlichkeit eines Ereignisses entspricht der relativen Haufigkeit dieses
Ereignisses, falls man das Zufallsexperiment unendlich oft durchfthrt.

Das Zufallsexperiment ist in diesem Fall das Ziehen einer einfachen Zufallsstichprobe.

Das Ereignis U < 6 < 0 ist das Ereignis, dass das von uns in der Stichprobe berechnete
konkrete Konfidenzintervall den wahren Parameterwert 8 enthalt.

Das heildt: Wiurden wir unendlich oft eine einfache Zufallsstichprobe ziehen und in jeder
dieser Stichproben das konkrete Konfidenzintervall berechnen, enthalten 100 - (1 — a)
Prozent dieser konkreten Konfidenzintervalle den wahren Parameterwert 6.

Offensichtlich sollte das Konfidenzniveau 1 — « also hoch sein.
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Falls das Konfidenzniveau z.B. 1 —a = 1 — 0.05 = 0.95 betragt, enthielten bei unendlich
haufiger Ziehung der einfachen Zufallsstichprobe 95% der in diesen Stichproben
berechneten konkreten Konfidenzintervalle den wahren Parameterwert.

Ob das einzelne in unserer Stichprobe berechnete Konfidenzintervall den wahren Wert
enthalt, wissen wir nicht.

lllustration: Konfidenzintervalle mit Konfidenzniveau 0.95 fur 80 mit dem Computer
generierte Stichproben bei einem wahren Parameterwert von 8 = 23:

95% Kl's, Stichprobenumfang n=5, Varianz bekannt

][ r Tl ’ ]J

! i ’ 1

2 4 5 8 b 2 1% % 8 D 2 4 X B B 2 % J5 38 4 42 o4 45 48 S0 S 54 55 53 G0 €2 ©4 66 68 70 72 7« 76 7/ 80
Stichprobe

5 v ¥ D E D ¥ 0

# 22
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Ein hohes Konfidenzniveau reicht als alleiniges Gutekriterium nicht aus.

Grund: Das triviale Intervall [—oo, o] hat stets ein Konfidenzniveau von 100% (und bietet
dabei keinen Erkenntnisgewinn).

Wir mussen also ein weiteres Gutekriterium formulieren, dass sich auf die erwartete
Lange des Konfidenzintervalls bezieht.

Die erwartete Lange eines Konfidenzintervalls (X4, ..

E(O-U)=E)—-EW)

LX) =1[U,0] ist

Ein Konfidenzintervall mit Konfidenzniveau 1 — a hat eine minimale erwartete Lange,
falls es unter allen Konfidenzintervallen mit Konfidenzniveau 1 — « die kleinste erwartete

Lange aufweist.
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« Wie konstruiert man Konfidenzintervalle zu einem vorgegebenen Konfidenzniveau mit
minimaler erwarteter Lange?

« Wir werden dies an zwei Fallen betrachten:
« Konfidenzintervalle fur den Parameter u einer Normalverteilung.

« Konfidenzintervalle fur den Parameter & einer Bernoulli-Verteilung.
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« Bislang:

* Motivation und Grundlagen der Intervallschatzung

+ Konfidenzintervalle und Gutekriterien

o Jetzt:

« Konfidenzintervalle fur den Parameter u einer Normalverteilung
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Konfidenzintervalle fur den
Parameter u einer Normalverteilung
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Ausgangssituation: Xl-lflij N(u,o%) furi=1,2,...,n

Ziel: Konstruktion eines Konfidenzintervalls (X4, ..
mit minimaler erwarteter Lange fur den Parameter u .

Zunachst aber einige Vorbereitungen:
« Wahrscheinlichkeitsverteilungen von Schatzfunktionen

« z-Standardisierung von Schatzfunktionen

., X,,) mit Konfidenzniveau 1 — a
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Wahrscheinlichkeitsverteillungen von
Schatzfunktionen
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Zur Erinnerung: Schatzfunktionen sind Zufallsvariablen.

Sie haben wie jede Zufallsvariable einen Erwartungswert, eine Varianz und eine
Standardabweichung.

Mithilfe dieser haben wir die Gutekriterien fur die Punktschatzung formuliert.

Sie haben aullerdem wie jede Zufallsvariable eine Wahrscheinlichkeitsverteilung.

Mithilfe dieser Wahrscheinlichkeitsverteilung werden wir Konfidenzintervalle

konstruieren.
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« Ausgangssituation: Xilf@N(u,az) furi=1,2,...,n

« Wir haben in der letzten Vorlesung gesehen, dass in diesem Fall

eine erwartungstreue, effiziente und konsistente Schatzfunktion fur u ist.

S|

X: Xi

n
i=1

- Was ist die Wahrscheinlichkeitsverteilung P¢ von X ?
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Man kann zeigen, dass unter der Voraussetzung, dass alle X; unabhangig und
normalverteilt sind, auch X normalverteilt ist (Beweis sehr schwierig).

Den Erwartungswert und die Varianz von X haben wir bereits in der letzten Vorlesung
bestimmt:

E(X)=pu

2
— o
VClT‘(X) = 7

Damit ergibt sich:
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f(x)

« Beispiel flirn = 1000, u = 60 und ¢? = 100:

E(X))=pu=60 E(X)=u=60
Var(X;) = 62 = 100 _ o2 100 1
(%) Var(X) = — = =
n 1000 10
. 1
X; ~ N(60,100) 7 N(60,_)
10
2 A\ ¥
e d / \___ g: J

# 32
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z-Standardisierung von
Schatzfunktionen
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Zur Erinnerung (nochmal): Schatzfunktionen sind Zufallsvariablen.

Sie konnen wie jede Zufallsvariable z-standardisiert werden:

9-E(B) 6-E()
~"sp(@)  SE()

Wie fur alle z-standardisierten Zufallsvariablen gilt dann E(Z) = 0 und Var(Z) = 1.

Im konkreten Fall der Schatzfunktion X fir u ergibt sich wegen E(X) = u

_ o2
und SE(X) = o :
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- Da X normalverteilt ist (siehe Folie 32) und

einfach der z-Standardisierung von X entspricht, wissen wir (siehe Folie 72 in VL5),
dass Z standardnormalverteilt ist:

Z~N(0,1)
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Konstruktion eines
Konfidenzintervalls fur u
(erster Versuch)
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Nochmal zur Erinnerung:

« Bei einem Konfidenzintervall I(X4, ..., X,,) = [U, O] fir u zum Konfidenzniveau 1 — a
muss gelten, dass:

PU<Su<0)=1—-a

* In Worten: Die Wahrscheinlichkeit, dass das zufallige Intervall 1(X4, ..., X,;) mit seinen
zufalligen Grenzen U und O den wahren Wert des Parameters u enthalt, ist gleich 1 — a.

Konstruktionsstrategie des Kis:
« Auf den ersten Blick haben wir keine Ahnung, wie U und O genau aussehen sollen.

X—pu

<z

 Aber wir wissen, dass P <Zg < -

2 o

n

NI

) = 1—a gilt (siehe nachste Folien).

« Wir konnen diese Gleichung so lange umformen, bis ein Ausdruck wie
P(---<u<--)=1-a dasteht und dann einfach U und O ablesen.
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# 38



Lehrstuhl fir Psychologische
Methodenlehre und Diagnostik
der Ludwig-Maximilians-
Universitat MUnchen

Quantile der Standardnormalverteilung Il

Vorlesung
Statistische
Methoden |
WS 25/26

Wir wissen also, das Z standardnormalverteilt ist und konnen mithilfe der
Verteilungsfunktion F der Standardnormalverteilung diejenigen Werte za und z,
2

bestimmen, fiir die jeweils F(z«) = %‘ und F(z,_a) =1— % gilt.
2 2

a

 zaist das % - Quantil und z,_a das (1 — g) - Quantil der Standardnormalverteilung.

* Das heillt: Wir suchen uns diejenigen Werte za und z,
2

2

Dann gilt:

2

Zur Erinnerung:

/ =

P(ZaSZSZ aY\=1—«
2 )

2

Flache unter der Dichtefunktion der Standardnormalverteilung 1 — « ist.

_a heraus, zwischen denen die
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« Bemerkung: Aufgrund der Symmetrie der Wahrscheinlichkeitsdichtefunktion der
Standardnormalverteilung um Null ist

Z o4 = —Z«
1= 2
bzw.
Za = —Z,_a
2 2

« Es reicht also eigentlich, wenn wir eines der beiden Quantile berechnen.
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Beispiel fur die Berechnung:
Wir wahlen ein Konfidenzniveau von 1 — a = 0.95

In diesem Fallista =1 — 0.95 = 0.05 und deshalb

—005—0025
=—— =0

1—-—=1-0.025=0.975

Daher |St Z% == Z0_025 Und Zl—% = Zo_975 .

Wir suchen also das 0.025 - Quantil z; 4,5 und das 0.975 - Quantil z, 4, der
Standardnormalverteilung, d.h. die Werte z; 4,5 und z, 95, fur die gilt:

F(24025) = P(Z < zg925) = 0.025
F(z9975) = P(Z < zg.975) = 0.975
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Diese Werte konnen wir mithilfe der Funktion gnorm in R berechnen:

> ghorm(0.025, 0, 1)
[1] -1.959964

> gnorm(0.975, 0, 1)
[1] 1.959964

> pnorm(-1.959964, 0, 1)
[1] 0.025

> pnorm(1.959964, 0, 1)
[1] 0.975

e Das he|Bt Z0.025 ~ —1.96 und Zp975 ~ 1.96

Zur Kontrolle: Einsetzen dieser Werte in die Verteilungsfunktion F (pnorm in R):
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0.4-

0.3~

f(2)

0.1-

0.0-

Zp.025 = —1.96 Zo.975 =~ 1.96
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« Falls wir ein anderes Konfidenzniveau wahlen, ergeben sich auch andere Quantile:

 Wir konnten z.B. auch ein etwas hoheres Konfidenzniveau von 1 — a¢ = 0.995 wahlen.

e |IndiesemFallista =1 — 0.995 = 0.005 und deshalb

« Wir suchen also das 0.0025-Quantil z; ¢, und das 0.9975-Quantil z, 99,5 der

0.005

- = . 2
> 0.0025

=1-0.0025 = 0.9975

a
2
a
173

Standardnormalverteilung, d.h. die Werte z; 4925 und z; 9975, fur die gilt:

F(290025) = P(Z < 2y 9925) = 0.0025
F(Zo.9975) =P(Z < Zo.9975) = 0.9975
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Diese Werte konnen wir wieder mithilfe der Funktion gnorm in R berechnen:

> gnhorm(0.0025, 0, 1)
[1] -2.807034

> gnhorm(@.9975, 0, 1)
[1] 2.807034

DaS heIBt, Zo_0025 = _281 Und Z0_9975 = 281
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0.4-

0.3-

f(2)

0.1-

0.0-

Zo.0025 ~ —2.81 Zo.9975 = 2.81

# 46
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« Allgemein gilt:

* Je hoher das gewinschte Konfidenzniveau 1 — «, desto groRer die Quantile za und z,_«

im Betrag.

2
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« Zusammenfassung bis jetzt:

Wir wissen, dass

<
I
=

standardnormalverteilt ist.

Wir kdnnen deshalb die Quantile zz und z, _« bestimmen, so dass
2

gilt.

2

P(ZaSZSZ aY\=1—«
2 )
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« Einsetzen von

X —
Z = a

o?
n

in P(zz <Z< zl_g) =1 — a und Umstellen indie FormP(U<u<0)=1-a:
2 2

P(ZgSZSZl_g =1l—-«a
2 2
> (Einsetzen von 2)
X—pu
Pl za < < Z al=1—-a«a
2 o2 1=3
n o2
>(ma| /7)
0%  _ o?
P\ za <X—usz a-|—|=1—-a«a

5 dn 1-5 | n
>(minus)?)
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_ o2 _ o2
P| X+za [ —<—u<—X+z a- [~ |=1-a
2 N 2 A" (mal -1, dadurch

Umdrehen der
Kleiner-Gleich-

5 ) zeichen)
_ o _ o
P\ X—2a: —2u=2X—2 a- |—|=1—-«
7 n 1— n
—Za = 7 a
(~za = 2,_a)
_ 0?2 _ o2
P\ X+z a- —2u=2X—2_a |[—|=1—-«a
1—3 n 1—3 n

(Umschreiben)
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« Mit

ist also

_ o2
U=X—-—2 a+ |—
1—5 n

_ 02
O=X+4+2z, a+ |—
1—5 n

— 0'2 . 0-2
I(Xl, ...,Xn) = [U, 0] =X _Zl—% . 7’)( +Z1_% . 7

ein Konfidenzintervall fur u mit Konfidenzniveau 1 — «a, da

_ g? _ o’
P X—Zl_%' 7SHSX+21_%° - =1—-a«a

# 51
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 Problem: Wir konnen die Realisationen u und o und somit das konkrete
Konfidenzintervall

02 02
I(xq1, ..., xq) = [u,0] = X-7 a 7,x+zl_%- -

nicht aus unserer Stichprobe berechnen.

 Es ist zwar moglich, den Mittelwert i, den Stichprobenumfang n und das Quantil z,_« zu
2

bestimmen, aber ¢ ist genau wie u unbekannt.
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Aber: Wir kdnnen o2 aus der Stichprobe schatzen.

Also: Alles nochmal von vorne, aber diesmal mit einer geeigneten Schatzfunktion 42
statt mit 0% selbst.

Zur Erinnerung: Eine erwartungstreue, effiziente und konsistente Schatzfunktion fiir o2
ist

n—1

n
1 z _
52 = (XL—X)Z
=1




Lehrstuhl fir Psychologische Vorlesung
Methodenlehre d Dia g ostik Statistische
der Lu d wig- M milia Methoden |
Universita tM chen WS 25/26

Konstruktion eines

Konfidenzintervalls fur u
(jetzt wirklich)
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Ausgangssituation: Xl-lflij N(u,o%) furi=1,2,...,n

_ 2
Wir wissen, dass X ~ N (,u, %)

Wir verwenden die Formel fiir die z-Standardisierung von X, ersetzen aber o2 durch S2.

Also statt wie vorher

nun:

X —
Z = =
o2

n

X —
T = =
g2
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* Problem: Die Zufallsvariable

ist keine z-standardisierte ZV und nicht standardnormalverteiit.

X—u

S2
n

T =

« Wir konnen die Wahrscheinlichkeitsverteilung P, von T aber immer noch bestimmen:

« T folgt einer t-Verteilung mit Parameter v = n — 1 (Beweis sehr schwierig)
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« Eine stetige Zufallsvariable T folgt einer t-Verteilung, falls ihr Trager aus den gesamten
reellen Zahlen besteht, also T = R ist, und ihre Wahrscheinlichkeitsdichte die Form

+1
I (V + 1) t2 __vz Hinweis: Die Formel der
(t) — 2 14— Dichte der t-Verteilung ist
fO = = chie de
Vv nicht prufungsrelevant.
\/VT[F i

hat, wobei = fur die Zahl Pi steht und T fur die Gammafunktion (fir uns unwichtig).

* Die t-Verteilung hat einen Parameter:

 veER,

« Wenn wir sagen wollen, dass eine ZV T einer t-Verteilung mit Parameter v folgt,
schreiben wir: T ~ t(v)
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Wahrscheinlichkeitsdichtefunktionen dreier t-verteilter ZVs mit unterschiedlichen Werten

fur den Parameter v:

@
o
v=5 schwarz
o v =24 rot
= ° v =50 grin
g_
o
o
I I
2 4
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Bemerkung |: Die Wahrscheinlichkeitsdichtefunktion der t-Verteilung ist fur alle Werte
des Parameters v symmetrisch um 0.

E(T) = 0.

Bemerkung Il: Fur alle v > 1 ist der Erwartungswert einer t-verteilten Zufallsvariable T
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Bemerkung lll: Der Parameter v wird auch ,Freiheitsgrad” oder ,degrees of freedom®
genannt.

Bemerkung IV: Je hoher der Wert des Parameters v, desto naher liegt die Dichte der
t-Verteilung an der Dichte der Standardnormalverteilung:

Standardnormalverteilung: schwarz
t-Verteilung mit v = 24 rot
t-Verteilung mitv = 5; blau
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« Das weitere Vorgehen ist vollig analog zu vorher:

«  Wir wissen, das T einer t-Verteilung mit v = n — 1 folgt und kdnnen mithilfe der

Verteilungsfunktion F dieser t-Verteilung diejenigen Werte t« und t,_« bestimmen, far
2 2

die jeweils F(te) = g und F(t, a) =1-— g gilt.
’ i Zur Erinnerung:
X—u

S2
n

« Dann gilt: T =

P(thTSt aY\=1—-a«a
2 13
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0.4-

0.3-

f(t)

0.1-

0.0-

0.2-

-4

# 62



Lehrstuhl fir Psychologische
Methodenlehre und Diagnostik
der Ludwig-Maximilians-
Universitat MUnchen

Quantile der t-Verteilung lll

Vorlesung
Statistische
Methoden |
WS 25/26

« Bemerkung: Aufgrund der Symmetrie der Dichtefunktion der t-Verteilung um die O ist

bzw.

 Es reicht also, wenn wir eines der beiden Quantile berechnen.

« Wir berechnen die Quantile mithilfe der Funktion gt in R, z.B.

t a=—ta
1=5 2
ta = —t. «
2 1=5

> qt(0.025, 99)

[1] -1.984217

um das Quantil t, 4,5 einer t-Verteilung mit v = 99 zu berechnen.
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« Allgemein gilt:

* Je hoher das gewinschte Konfidenzniveau 1 — «, desto groRer die Quantile ta« und t,

im Betrag.

2

a

2
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« Zusammenfassung bis jetzt:

 Wir wissen, dass

<
I
=

95
N

einer t-Verteilung mit v = n — 1 folgt.

*  Wir konnen deshalb die Quantile tz und ¢, _« bestimmen, so dass
2

gilt.

2

P(taSTSt aY\=1—«
2 1=3
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 Einsetzen von
X—u

S2
n

T =

in P(tg <T< t,_a) = 1 — a und Umstellen (alle Schritte genau wie vorher mit 2):
2

2

P(taSTSt aY\=1—«
2 1=3

P ta < <t al=1-a
2 S2 2
n
Sz _ 52
Plta: [—<X—u<st a- |—|=1—-«a
2 n 1=5 n
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_ 52 _ S?

P X-I-tl_%' XZMZX—tl_%' " =1—-a
_ SZ _ 2

Pl X—t — S usX+t a- [—|=1—-a«a
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 Alsoist

_ S2 _ S2
I(Xl;..-,Xn):[U,O]: X_tl—%. 7’X+t1_%. 7

ein Konfidenzintervall fur u mit Konfidenzniveau 1 — a, da

« Man kann zudem zeigen, dass dieses Konfidenzintervall eine minimale erwartete Lange

hat.
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 Fur dieses Konfidenzintervall konnen wir die Realisationen u und o und somit das
konkrete Konfidenzintervall

s2 s2
1(xq,...,x5) = |u,0] = x—tl_%- ;,x+t1_%- ~

aus unserer Stichprobe berechnen.

« Wir mussen hierfur lediglich den Mittelwert x, den Stichprobenumfang n, das Quantil

1=

t. _« und den Schatzwert s bestimmen.
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« Zur Erinnerung:

« Je langer das konkrete Konfidenzintervall, desto ungenauer unsere Schatzung.

« Je kurzer das konkrete Konfidenzintervall, desto genauer unsere Schatzung.

« Drei Faktoren beeinflussen die Lange des konkreten Konfidenzintervalls:

1. Das Konfidenzniveau 1 — a (indirekt Uber t, _«)
2

» Je hoher das Konfidenzniveau, desto langer das Intervall.

2. Der Stichprobenumfang n

> Je groler der Stichprobenumfang, desto kurzer das Intervall.

3. Der Schatzwert s? flr g2

> Je groler der Schatzwert s2 fir o2, desto langer das Intervall.
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Sehr wichtig:

Da das Konfidenzniveau 1 — a auf jeden Fall hoch (z.B. 0.95) gewahlt werden sollte und
wir keinen Einfluss auf den Schatzwert s2 haben, bleibt als einzige Groflke, die wir
beeinflussen kdnnen, der Stichprobenumfang n.

Um kleine Konfidenzintervalle und somit genaue Schatzungen zu erhalten, mussen wir
also eine groRe Stichprobe erheben.
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Wir interessieren uns fur den Mittelwert x;, des |1Q in einer Population.

Wir gehen davon aus, dass das Histogramm des 1Q in der Population durch die
Wahrscheinlichkeitsdichte einer Normalverteilung approximiert werden kann.

Wir ziehen eine einfache Zufallsstichprobe mit n = 100 Personen aus dieser Population.

X, Xy, ..., X;, ..., X100 Sind Zufallsvariablen, die jeweils fur den IQ-Wert der i-ten Person
in der Stichprobe stehen.

iid
Xi ~ N(,U, 0-2)

pu==xgoundc®=s

Wir wollen nun ein 0.95-Konfidenzintervall fur u berechnen.

2

emp I1Q
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Das konkrete Konfidenzintervall hat die Form

(%1, 0., xp) = X—t a- ;,x+t

2

Um dieses berechnen zu kénnen, benétigen wir x, s*, nund t,_« .

2

Zum Beispiel konnte sich in unserer Stichprobe ergeben:

x =102
s¢ =220

Wir wissen zudem, dass n = 100 ist.
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Wir mussen also nur noch t,_a berechnen:
2

Das von uns gewunschte Konfidenzniveau ist 1 — a = 0.95 (Ubliche Konvention).
Damit ist @ = 1 — 0.95 = 0.05, % = 0.025 und somit t,_a = t;_g925 = to.975.
2

Wir wissen, dass der Parameter der t-Verteilung der ZV T inunserem Fallv =n—-1 =
100 —1 =99 ist.

Damit konnen wir t, 975 in R berechnen:

> qt(0.975, 99)
[1] 1.984217

Also ist t0_975 ~ 1.98




Lehrstuhl fir Psychologische
Methodenlehre und Diagnostik
der Ludwig-Maximilians-
Universitat MUnchen

Beispiel Intelligenz IV

Vorlesung
Statistische
Methoden |
WS 25/26

« Einsetzen von ¥ = 102, s?
Konfidenzintervall:

_ s? 52

I('xli '--;xn) = |X— tl—% . ;,x + tl—% . ?
= - 1. 102 + 1.

102 — 1.98 - /10 02 + 1.98 - /10]

~ [99.06, 104.94]

= 220, n =100 und t, 975 = 1.98 in das konkrete
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« Ergebnis der Berechnung des konkreten Konfidenzintervalls:

1(xq, .., %) = [99.06,104.94]

* Interpretation:

« Auf Basis unserer Stichprobe sind die Werte in dem Intervall [99.06,104.94] die
plausiblen Werte fur u und somit far den Mittelwert x,, des IQ in der Population.

* Wichtig: Die Aussage, dass P ()? —t, a- s <u<X+t, a- 5—2) = 1 — a bezieht

1—5 n 1—5 n
sich auf das zufallige Intervall. In einem konkreten, aus einer Stichprobe berechneten

Intervall durfen wir nicht ohne Weiteres Wahrscheinlichkeitsaussagen treffen! Deshalb
sprechen wir in konkreten Intervallen immer ,nur® von plausiblen Werten.
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Mit Konfidenzintervallen versuchen wir, die Genauigkeit einer Schatzung des
Parameters u interpretierbarer zu machen.

Fur ein zufalliges Konfidenzintervall konnen wir berechnen, mit welcher
Wahrscheinlichkeit der gesuchte Parameterwert enthalten ist.

Diese Wahrscheinlichkeit (Konfidenzniveau 1 — «) ist idealerweise hoch (> 0.95) und
das Intervall dabei so klein wie moglich.

Mit Hilfe der z-Standardisierung der normalverteilten Schatzfunktion X kdnnen wir
theoretisch ein Intervall entwickeln, das diese Eigenschaften erfullt. Aufgrund
unbekannter Parameterwerte kann dieses Intervall jedoch praktisch nicht berechnet
werden.

« Verwendet man stattdessen Schatzungen fur diese unbekannten Parameterwerte, wird
statt der Standardnormalverteilung die t-Verteilung zur Konstruktion der Intervalle
benotigt.

«  Wenn wir mit diesen Voruberlegungen ein konkretes Intervall auf Basis einer
Stichprobe konstruieren, sind wir zuversichtlich, dass der gesuchte Parameterwert
darin enthalten ist. Eine Wahrscheinlichkeitsaussage ist bei einem einzelnen konkreten
Intervall aber nicht mehr ohne Weiteres maoglich.
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